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| Abstract |  |
| The writer identification system identifies individuals based on their  handwriting is a frequent topic in biometric authentication and verification  systems. Due to its importance, numerous studies have been conducted in  various languages. Researchers have established several learning methods for  writer identification including supervised and unsupervised learning. However, supervised methods require a large amount of annotation data, which is  impossible in most scenarios. On the other hand, unsupervised writer identification methods may be limited and dependent on feature extraction that  cannot provide the proper objectives to the architecture and be misinterpreted.  This paper introduces an unsupervised writer identification system that analyzes the data and recognizes the writer based on the inter-feature relations of  the data to resolve the uncertainty of the features. A pairwise architecturebased Autoembedder was applied to generate clusterable embeddings for  handwritten text images. Furthermore, the trained baseline architecture generates the embedding of the data image, and the K-means algorithm is used to  distinguish the embedding of individual writers. The proposed model utilized  the IAM dataset for the experiment as it is inconsistent with contributions  from the authors but is easily accessible for writer identification tasks. In  addition, traditional evaluation metrics are used in the proposed model.  Finally, the proposed model is compared with a few unsupervised models,  and it outperformed the state-of-the-art deep convolutional architectures in  recognizing writers based on unlabeled data. | |