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| Abstract |  |
| Named Entity Recognition (NER) is a part of extraction and is used for Natural Language Processing (NLP). NER system helps us to find various names from unstructured text or a text file and classifies them into various categories. The attention-based keyword extracting concept has been established to solve the problem of detecting redundant data and inessential data and does not consider them. Researchers are highly concerned about attention mechanisms. In this study, we focus on the most recent algorithms which are trained with the attention-based mechanism for NER. We briefly describe attention-based models, objectives of these models, datasets used in each method, and efficiency. Our focus is to give some decisions on which model is exceptionally efficient depending on the dataset and NER category. | |