|  |  |  |  |
| --- | --- | --- | --- |
| Title | PreDTIs: prediction of drug–target interactions based on multiple feature information using gradient boosting framework with data balancing and feature selection techniques | | |
| Author(s) Name | S.M.H. Mahmud, W. Chen, Y. Liu, M.A. Awal, K. Ahmed, M.H. Rahman, M.A. Moni, | | |
| Contact Email(s) | hasan.swe@aiub.edu | | |
| Published Journal Name | Briefings in Bioinformatics | | |
| Type of Publication | Journal | | |
| Volume | 22 | Issue | 2021 |
| Publisher | Oxford University Press | | |
| Publication Date | 2021 | | |
| ISSN | 1467-5463 | | |
| DOI | https://doi.org/10.1093/bib/bbab046 | | |
| URL | https://academic.oup.com/bib/article/22/5/bbab046/6168499 | | |
| Other Related Info. |  | | |
|  | | | |

|  |  |
| --- | --- |
| Abstract |  |
| Named Entity Recognition (NER) is a part of extraction and is used for Natural Language Processing (NLP). NER system helps us to find various names from unstructured text or a text file and classifies them into various categories. The attention-based keyword extracting concept has been established to solve the problem of detecting redundant data and inessential data and does not consider them. Researchers are highly concerned about attention mechanisms. In this study, we focus on the most recent algorithms which are trained with the attention-based mechanism for NER. We briefly describe attention-based models, objectives of these models, datasets used in each method, and efficiency. Our focus is to give some decisions on which model is exceptionally efficient depending on the dataset and NER category. | |